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In this talk we will look at how High Performance computing has changed over the last 10-years and look toward the future in terms of trends. In addition, we advocate 'Computational Grids' to support 'large-scale' applications. These must provide transparent access to the complex mix of resources - computational, networking, and storage - that can be provided through the aggregation of resources. The vision is of uniform, location independent, and transient access to the computational, catalogued data, instrument system, and human collaborator resources of contemporary research activity in order to facilitate the solution of large-scale, complex, multi-institutional / multidisciplinary data and computational based problems.
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In this talk we will look at some methods for generating automatically fast robust numerical kernels for numerical operations called ATLAS and methods for measuring the performance on today’s processors called PAPI. ATLAS is a software package that will automatically generate highly optimized numerical kernels for our commodity processors. As the underlying computing hardware doubles its speed every eighteen months, it often takes more than a year for software to be optimized or “tuned” for performance on a newly released CPU. Users tend to see only a fraction of the power available from any new processor until it is well on the way to obsolescence.

The Performance API (PAPI) project specifies a standard application programming interface (API) for accessing hardware performance counters available on most modern microprocessors. These counters exist as a small set of registers that count Events, occurrences of specific signals related to the processor’s function. Monitoring these events facilitates correlation between the structure of source/object code and the efficiency of the mapping of that code to the underlying architecture.

Finally we will look at a system, called Netsolve that allows users to access computational resources, such as hardware and software, distributed across the network. This project has been motivated by the need for an easy-to-use, efficient mechanism for using computational resources remotely. Ease of use is obtained as a result of different interfaces, some of which do not require any programming effort from the user. Good performance is ensured by a load-balancing policy that enables Netsolve to use the computational resource available as efficiently as possible. Netsolve offers the ability to look for computational resources on a network, choose the best one available, solve a problem (with retry for fault-tolerance) and return the answer to the user.
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