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Abstracts

From Centralized Learning to Federated Learning: Opportunities and Challenges

Machine learning has blossomed through (centralized) learning over massive data, evidenced by recent advances in self-supervised multi-modal learning and generative AI powered large language models (LLMs). Most of the benchmark datasets are publicly available data sources and can be freely collected to a centralized Cloud repository to train large models, such as ChatGPT, LLaMA. However, for the mission-critical applications in the real world, massive proprietary data are generated 24x7 at the edge of the Internet. Centralized collection of such geographically distributed and proprietary datasets is neither feasible nor realistic w.r.t. resource / latency demand and data privacy / confidentiality requirement. In this distinguished lecture, I will illustrate the potential of self-supervised learning and generative AI, and discuss two important technological advancements in Generative AI, which aim to scale the training and the deployment of large models on the edge. First, we will describe and compare a suite of large model reduction techniques for large foundation models and their fine-tuning of downstream learning tasks. Second, we will introduce Federated learning (FL), an emerging distributed learning paradigm, enabling joint training of a large global model by a distributed population of edge clients, while keeping their sensitive data local and only share their local model updates with the FL server(s). I will conclude with an outlook of generative AI and LLMs.

Security and Privacy in Federated Learning

We have witnessed two existing trends of computing: one is the rapid advances in AI technology fueled by recent generative AI and Large Language Models (LLMs), and the other is the new world of edge-device-cloud computing continuum. These two emerging trends are urging the synergistic alliances of AI and cyber-security in both research and development of next generation of AI-powered device-edge-cloud computing systems. In this talk, I will first discuss privacy and security vulnerabilities in federated learning. Then I will describe the state of the art (SOTA) trustworthy AI methods and techniques against data and model trojan attacks and privacy leakage risks, including lessons learned from our trustworthy AI research projects. I will conclude with an outlook of security and privacy challenges in the rapid growth of generative AI and LLMs.
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