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Towards Semantic Adversarial Examples

Fueled by massive amounts of data, models produced by machine-learning (ML) algorithms, especially deep neural networks, are being used in diverse domains where trustworthiness is a concern, including automotive systems, finance, health care, natural language processing, and malware detection. Of particular concern is the use of ML algorithms in cyber-physical systems (CPS), such as self-driving cars and rural broadband access, where an adversary can cause serious consequences. However, existing approaches to generating adversarial examples and devising robust ML algorithms mostly ignore the semantics and context of the overall system containing the ML component. For example, in an autonomous vehicle using deep learning for perception, not every adversarial example for the neural network might lead to a harmful consequence. Moreover, one may want to prioritize the search for adversarial examples towards those that significantly modify the semantics of the overall system. Along the same lines, existing algorithms for constructing robust ML algorithms ignore the specification of the overall system. In this talk, we argue that the semantics and specification of the overall system has a crucial role to play in this line of research. We present preliminary research results that support this claim.

Balancing Security-Privacy and Functionality in Software Synthesis

The problem of implementing a secure program is an ideal problem domain for formal methods. In this talk, I will be using security as term that encompasses traditional security concepts and also privacy. Even a small error in the logic of a program can drastically weaken the security and privacy guarantees that it provides. Existing work on applying formal methods to security has focused primarily on applying verification techniques to determine if an existing program satisfies a desired security guarantee. However, the challenge is to synthesize correct software from the outset. However, the key issue here is to balance security and functionality (a secure software that does nothing is easy to synthesize. Just do nothing.) In this work, I will describe some of the projects that I have worked on that balance the two competing requirements (i.e., security-privacy and functionality). I will then describe some interesting open problems along these lines.
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